Convex Optimisation: Pre-Quiz

. Recall that the Euclidean norm (or 2-norm) of a vector z € R” is given by

1
n 2
= (3242)
=1

lz +ylI? + llz = ylI* = 2l|z]* + 2lly|*  Vz,y € R

Show that

. Compute the gradient and Hessian of the function f: R}, — R given by
1 n
f(z) == §||$||2 - le‘z In(z;).
1=

. Consider the sequence (z) C R given by
1 k
Tp Z:E+(*1) Vk € N.

What is the value of liminfj_,. 3 and limsupy,_,., zx?
. Let (zx) € R™ be a convergent sequence. Show that (xj) is a Cauchy sequence.

. Give an example of a continuous function f: R — R with no minima such that
infer f(x) is finite.



Convex Optimisation: Pre-Quiz Solutions

1. Recall that the Euclidean norm (or 2-norm) of a vector x € R™ is given by

1
n 2
e (zx3> |
=1

lz +ylI? + llz = ylI* = 2l|z ]| + 2lly|*  Vz,y € R

Show that

Solution: This follows by expanding the norm-squared in term of the dot-product
and simplifying:

Iz +yl* + |z = ylI* = (2l + 2(2,9) + ly1?) + (l2]® = 20z, ) + [ly]?)
= 2]|z* + 2ly|I*.

2. Compute the gradient and Hessian of the function f: R, — R given by
1 n
flx) = 5H:c||2 — Zm In(z;).
i=1

Solution: The entires of the gradient V f(x) € R” and the Hessian V2 f(x) € R"*"
are given by

of and [V2f(2))i; = Of

ij — )
ax,- 8%28.%]

hence it suffices to compute these two partial derivatives. These are given by

of o2 f {1—; ifi=j

V(@) =

oz, x; — log(xz;) —1 and =

Oxj0x; o otherwise

3. Consider the sequence (z) C R given by

1
=t (-1)* VkeN.

What is the value of liminfy_, ., ) and limsup;_, . xx?

Solution: liminf,_, zp = —1 and limsup;_, .z = +1.



4. Let (zr) € R™ be a convergent sequence. Show that (z) is a Cauchy sequence.

Solution: Let z € R denote the limit of (x). Using the triangle inequality, we
deduce

[z = 2kl = |[(zn — 2) = (2}, — 2)|

<||lzp, — || + ||Jzx — || = 0 as n,k — 4o0.

5. Give an example of a continuous function f: R — R with no minima such that
inf,er f(x) is finite.

Solution: If f(x) = exp(z), then inf,cr f(z) =0 but f(z) > 0 for all z € R.
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